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1 Introduction

The optimal control of inventory is one of the greatest challenges faced by
firms in a supply chain. Consider, for instance, a supply chain, in which
a manufacturer distributes goods through retailers and the need to hold
inventory arises, because goods have to be produced before the state of
demand is known and sales to consumers can take place. A key problem
in this setting, as explained by Krishnan and Winter (2007), is that the
manufacturer’s and retailers’ incentives to hold inventory are generally not
aligned. Hence the challenge is how to solve such incentive problems so that
the supply chain’s value can be maximized.

In the current paper, we examine the incentives that arise when inven-
tory has to be allocated intertemporally, because there is more than one sales
period, and inventory control rests with either competitive retailers, an ex-
clusive retailer, or the manufacturer. Specifically we show that there are
two incentive distortions when competitive retailers control inventory, both
associated with multiple sales periods. We also show that delegating inven-
tory control to an exclusive retailer instead of competitive retailers resolves
these distortions, provided that the manufacturer uses two-part tariffs, but
replaces them with two new ones, also associated with multiple sales peri-
ods but specific to the exclusive retailer. Thus, while incentives are better
aligned between a manufacturer and an exclusive retailer than between a
manufacturer and competitive retailers, it is only when the manufacturer
controls inventory itself that these distortions disappear. Our analysis thus
indicates that, based on incentive considerations alone, there is a benefit to
having the manufacturer control inventory rather than assigning inventory
control to retailers.

The question of who in a supply chain should control inventory is im-
portant in practice. Consider, for example, O’Neill Inc., a US manufacturer
of apparel and accessories for water sports. Production takes place in Asia
to take advantage of low costs. But due to the long lead time (3 months),
production has to occur well before the demand is known. O’Neill allows for
two types of orders from US retailers (Cachon, 2004): one placed well before
the selling season (with delivery guarantee), which means that retailers take
possession of the goods, control inventories and manage stocks over time in
the face of fluctuating demand. The other type of order can be made on
short notice during the selling season and is honored provided inventory is
available in O’Neill’s distribution center in San Diego. In this case, it is the
manufacturer itself who controls inventory and who has to make sure that
enough inventory is on hand to meet demand by retailers. Another exam-
ple is Trek Inc., a US bicycle manufacturer, who lets its exclusive retailers
control the inventory of some of its most popular products but entirely con-
trols the inventory of its high-end bicycles, for which demand is particularly
uncertain (Cachon, 2004).
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More generally, we observe a broader trend to take inventory control out
of the hands of retailers and pass it upstream to manufacturers or whole-
salers, as evidenced by the widespread adoption of business practices, such
as ‘drop shipping’, ‘inventory consignment’, and ‘vendor-managed inven-
tory’. Drop-shipping is an arrangement used especially by internet retailers,
where these retailers forward buyers’ orders to a manufacturer or wholesaler
who then ships the product from its own inventory directly to the buyer.
Inventory consignment allows an upstream firm to own inventories held by
downstream firms, while vendor-managed inventory (VMI) allows a manu-
facturer or wholesaler to manage these inventories.1 Already in 2002, 30% of
internet retailers used drop shipping as their main means of order fulfillment
compared with 5% of regular multi-channel retailers (Randall et al., 2002).

What these examples show is that, thanks in part to advances in in-
formation and communication technologies, including in electronic sale and
inventory tracking, it is now possible for manufacturers to control inventories
in a more cost-effective way than in earlier times when they were forced to
let retailers control inventories. Hence it is now more important than ever
to understand how the incentives to manage inventory differ when either
retailers or manufacturers are in control.

To examine these incentive issues we use a standard model of a sup-
ply chain, in which a manufacturer distributes goods through retailers, and
goods have to be produced before demand is known; all sales are hence from
inventory. The novelty is that we explicitly focus on the decision to allo-
cate inventory intertemporally through a model with two sales periods, and
that we compare the cases where inventory is controlled either by compet-
itive retailers, an exclusive retailer, or the manufacturer itself. Examining
both competitive retailers and an exclusive retailer, for which the manufac-
turer uses a two-part tariff, allows us not only to compare the two oppo-
site extremes of retail market structures, namely perfect competition and
monopoly, but also to focus on the cases in which there is, at least in princi-
ple, no double marginalization and thus no ex-ante vertical price distortion
that could obscure the incentive effect of inventory control. To keep the
focus plainly on incentives through inventory control, we also abstract from
any cost advantages that may favor the centralization of inventory control,
such as economies of scale, cost advantages through the provision of com-
plementary services such as transportation, and economies of scope arising
from pooling inventory control for different products.

We show that two incentive distortions arise when competitive retail-
ers control inventory. The first has to do with the intertemporal allocation
of inventory. Competitive retailers allocate inventory so that today’s retail

1See Randall, Netessine and Rudi (2006) for a recent comparison of drop shipping with
the case of retailer-controlled inventory, Govindam (2013) for a survey, and also Mateen
and Chatterjee (2015).
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price is equalized with tomorrow’s expected retail price. When retail prices
in the two periods are tied to each other in this way, they cannot adjust suf-
ficiently to demand conditions in each period, which impedes intertemporal
price discrimination.

The second problem associated with competitive retailers is that the ex-
cess inventory they carry into period two reduces the residual demand faced
by the manufacturer and hence also the producer price in that period. In
effect, the manufacturer competes with the excess inventory carried over by
retailers from period one. To limit the impact of this inventory competition
the manufacturer would have to keep shipments in period one small, but by
doing so it runs the risk of losing sales due to stockouts. It is to avoid these
stockouts that the manufacturer has to ship more than would be optimal
without the distortion.

Next we show that, by assigning inventory control to an exclusive retailer
and using a two-part tariff, the manufacturer can eliminate inventory com-
petition, while at the same time avoiding stockouts. On this count then the
exclusive retailer’s incentives when it controls inventory are better aligned
with the interests of the manufacturer than those of competitive retailers.
However, having an exclusive retailer control inventory creates two distor-
tions of its own so that intertemporal price discrimination is still suboptimal.
One distortion comes from the fact that the exclusive retailer does not op-
timally allocate inventory across periods. In particular, we show that the
retailer has an incentive to carry too much excess inventory into period two
and therefore to order too little in that period. The manufacturer responds
to this by raising the period-one producer price above marginal cost, which
leads to a second distortion in the form of double marginalization. In other
words, whether the retailers are competitive or exclusive and whether the
manufacturer uses linear or two-part pricing, there are still vertical distor-
tions when retailers control inventories. We show that these vertical distor-
tions become worse the higher is the variance of demand. Thus, from the
manufacturer’s point of view, taking inventory control away from retailers
is especially useful in markets where final demand is very volatile.

However, while letting the manufacturer control inventory raises the
overall expected profit of the supply chain, the effect on expected consumer
surplus and social welfare depends on retail market structure. Expected con-
sumer surplus and social welfare fall when inventory control is passed from
competitive retailers to the manufacturer. Hence, in the absence of ma-
jor cost savings from shifting inventory control to the manufacturer, such
a move should be viewed as being anticompetitive. The opposite effect on
consumer surplus and social welfare is obtained when inventory control is
transferred to the manufacturer from an exclusive retailer.

Incentive problems in decentralized supply chains have been analyzed by
the literature on vertical control in industrial organization and by the man-
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agement literature on supply chain coordination.2 In particular, Krishnan
and Winter (2007) and Deneckere et al. (1996) explain that the price system
generically fails to align retailers’ incentives with those of the manufacturer
when inventory control is involved. Our model is closely related to the one
by Deneckere et al. (1997), in which a manufacturer sells goods through
competitive retailers who control inventory. Unlike in our paper, inventory
in Deneckere et al. perishes after one period, which implies that retailers
will sell their entire inventory, even if the retail price drops to zero. It is this
risk of ‘destructive competition’ that explains why retailers may hold too
little inventory, and it is to avoid this effect that the manufacturer may want
to intervene, for instance, by imposing resale price maintenance or offering
buy-back policies.

By contrast, we deliberately choose to eliminate destructive competition
by allowing retailers to shift unsold inventory into the second period and
by assuming that the demand shocks are sufficiently small so that the retail
price never hits zero in period 2. This allows us to focus on the intertem-
poral incentive problems associated with retailer-controlled inventory. As
already mentioned above, these incentive problems imply that retail prices
do not adjust optimally to demand conditions, so that intertemporal price
discrimination is impeded. Moreover, competitive retailers tend to order
too much inventory from the manufacturer’s point of view, which is in stark
contrast to the findings by Deneckere et al. (1997).

Another departure from Deneckere et al. is that we consider how incen-
tives would change if control over inventory were assigned to an exclusive
retailer. In the Deneckere et al. model, having an exclusive retailer in con-
trol of inventory and imposing a two-part tariff would solve the problem
of destructive competition and lead to an optimal inventory policy. In our
model, by contrast, incentive problems persist even with an exclusive re-
tailer, meaning that intertemporal price discrimination is still not optimal.
Only when the manufacturer takes control of inventory can the intertempo-
ral allocation distortions be eliminated in our model. However, this reduces
social welfare with respect to the case where competitive retailers hold in-
ventory. By contrast, eliminating incentive distortions in Deneckere et al.
raises social welfare, as inventory rises.

Another related paper is by Krishnan and Winter (2010). In their model
a manufacturer distributes goods through two retailers, and excess inventory
may be carried over into the subsequent period. They show that, if inventory
does not perish too quickly, retailers may hold too much inventory. This is

2See Krishnan and Winter (2011) for a synthesis of these two strands of literature.
There is also, of course, a long literature on optimal order policies and inventory levels
going back to seminal contribution of Arrow, Harris and Marshak (1951). Clark and Scarf
(1960) were the first to establish an optimal inventory policy in a multi-echelon supply
chain. These papers, however, do not examine the incentive problems associated with
inventory control.
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similar to the results of our paper, but the intertemporal incentive distortions
leading to this result are different from ours, in part because inventory in
their model has itself a positive effect on consumer demand. Their paper also
differs from ours in other respects. For instance, Krishnan and Winter do not
examine how the incentives to hold inventory differ between competitive and
exclusive retailers, and what the consequences of different inventory control
arrangements are for social welfare.

Our paper is also related to the literature on intertemporal price discrim-
ination (Varian, 1989; Bulow, 1982; Koh, 2006; Dudine et al., 2006). In this
literature, consumers engage in strategic behavior whether it is to delay pur-
chases (as with durable goods), or to stockpile goods when consumers antici-
pate an (exogenous) increase in prices (as with storable goods). Consumer’s
strategic behavior is thus at the heart of results whereby a firm competes
with itself (as in the Coase conjecture in the durable good monopoly prob-
lem). By dealing with intertemporal incentives associated with inventory
control at the firm level, we do not need consumer strategic behavior. As a
result our inventory competition effect does not depend on such consumers.

The rest of the paper is organized as follows. In Sections 2 to 4 we
present our model and derive the equilibrium if inventory is controlled by
competitive retailers, an exclusive retailer and the manufacturer, respec-
tively. Section 5 discusses some implications of the analysis, Section 6 con-
tains conclusions, and the Appendix collects the proofs of our results.

2 The Model and Benchmark Case

Consider a supply chain consisting of a manufacturer selling goods through
retailers. In the benchmark model we follow Deneckere et al. (1997) by as-
suming that retailers are perfectly competitive.3 Retailers have to order and
take possession of goods before demand is known. Once demand has been
revealed, the retailers sell to consumers. Thus, the retailers hold inventories,
that is to say the units received from the manufacturer and stored before
they are sold.

We deviate from Deneckere et al. (1997) by assuming that there are two
sales periods, t = 1, 2, which means that the product under consideration
loses its value after two periods. Demand at time t = 1, 2 is given by the
linear inverse demand function: pt = A− st+ εt, where pt is the retail price

3The assumption of perfectly competitive retailers is not overly restrictive in the sense
that one can view the competitive outcome as the limit of a sequential game among
oligopolistic retailers as the number of retailers gets large. In stage one retailers order
inventory, each taking the quantity of the other retailers as given (Cournot competition).
In stage two, after observing the true realization of demand, retailers simultaneously
announce retail prices. The outcome of the subgame perfect equilibrium of this game
converges to the perfectly competitive outcome as the number of retailers goes to infinity.
See Tirole (1988), ch. 5 and the references cited there for the relevant convergence results.
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and st denotes final sales in period t. The random variables εt ∈ [−d, d] are
intertemporally independent and uniformly distributed with density 1/2d.

We keep the assumptions about the production and distribution tech-
nologies as simple as possible. The manufacturer incurs a constant unit cost
of production c. The marginal cost of retailers is normalized to zero, as is
the cost of holding inventory, and there is no discounting between periods.
All market participants are risk neutral. We also assume A > c, and that

the demand shock is not too big, d ≤ d̄ = min
�
c√
2
, A−c2

�
so that equilibrium

prices and sales in each period are always non-negative in all the environ-
ments considered in the analysis (see Appendix 6). Importantly, the latter
assumption implies that, in equilibrium, all inventory remaining in period 2
is sold at a positive price and thus that destructive competition (Deneckere
et al., 1996, 1997), another source of (static) incentive problems arising from
retailer controlled inventory, is assumed away. Allowing for the possibility
of destructive competition and/or more complicated cost structures would
obscure the intertemporal incentive issues that we focus on.

The order of moves can now be summarized as follows. At the beginning
of period 1, the manufacturer announces a producer price P1, retailers order
and take possession of q1 units of goods before demand in period 1 is known;
then period-one demand is revealed and the retailers sell s1 ≤ q1 in period 1,
holding unsold units in inventory for period 2. In period 2, the manufacturer
sets producer price P2, and retailers order quantity q2, again before demand
is known. Demand in period 2 is then revealed and retailers sell s2 ≤
q2 + (q1 − s1).

Now consider period 2. The retailers sell all of the products on hand
because they have already paid for these goods and, for d ≤ d̄, the retail
price is positive. Hence s2 = q2 + (q1 − s1): sales in period 2 correspond to
the sum of the excess inventory carried over from period 1 and the quantity
ordered in period 2. Since retailers must order before the demand in that
period is known, competitive retailers order goods in period 2 until the
expected consumer price in period 2 equals the producer price P2 and thus
until E (A− s2 + ε2) = A− q2 − (q1 − s1) = P2.

The manufacturer chooses P2, respectively q2, to maximize its period-
2 expected profit E {(P2 − c)q2}. This expected profit is maximized for
q2 = (A− c− (q1 − s1)) /2 or P2 such that:

P2 = E(p2) =

�
A+c
2 − (q1−s1)

2 if s1 < q1,
A+c
2 otherwise.

(1)

Thus, if all units ordered in period 1 are sold in that period (s1 = q1), the
manufacturer sets the producer price in period 2 equal to the static monopoly
price. But if retailers carry excess inventory into period 2 (s1 < q1), the man-
ufacturer is forced to reduce its producer price below the static monopoly
price. This price effect, which we refer to as inventory competition, can be
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viewed as a vertical distortion coming directly from delegating inventory
control to retailers. This distortion has implications for period 1. To see
this, it suffices to recognize that orders in period 1, q1, are critical to de-
termine whether or not there is inventory competition in period 2, since
the bigger is q1 the more likely it is that excess inventory will be passed on
to period 2. Obviously the manufacturer wants to take into account how
retailers make their choices in period 1 to determine the optimal producer
price in that period, P1.

Turning then to period 1, once the demand in that period has been
revealed, retailers sell as long as the realized retail price, p1(ε1), is greater
than or equal to the expected retail price in period 2. Hence, sales in period
1, s1, are determined by the condition:

p1(ε1) = E(p2), (2)

and thus by p1(ε1) = A− s1 + ε1 = A+c−q1+s1
2 = E2(p2). By linking prices

in the two periods in this fashion competitive retailers impede intertempo-
ral price discrimination. In fact, optimal price discrimination would have
required a level of first-period sales that equates the marginal revenue in pe-
riod 1 to the expected marginal revenue in period 2.4 Given the distortion
inherent in (2), it follows that

s1 =

�
A−c+2ε1

3 + 1
3q1 < q1 if ε1 < ε̂1,

q1 otherwise,
(3)

where

ε̂1 = q1 −
A− c
2

. (4)

Given q1, (3) offers two possible outcomes for s1. Either s1 < q1 if there is
a relatively low realization of demand leading to inventory competition in
period 2, or else, if there is a relatively high realization of demand in period
1, s1 = q1 and retailers stock out so that they do not carry any excess
inventory into period 2.

If inventory competition is a problem for the manufacturer, having re-
tailers stock out by selling in period 1 all the units ordered is also a problem
since it implies that sales are being lost. It is obvious from (4) that the
level of q1 determines the value of ε̂1 and thus the range of demand real-
izations leading either to inventory competition in period 2 or stockout in
period 1. The manufacturer has just one tool at its disposal, P1 or equiva-
lently the choice of q1, to balance these two effects. Formally, this trade-off
is solved by choosing q1 to maximize the manufacturer’s expected profit
E {(P1 − c)q1 + (P2(q1)− c)q2(q1)}.

The following proposition shows how the manufacturer optimally deals
with this trade-off, where the superscript ‘cr’ denotes the expected equilib-
rium values in the case of competitive retailers:

4We will come back to this distortion in the next sections.
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Proposition 1 Suppose inventory is controlled by competitive retailers. The
manufacturer, facing a trade off between lost sales in period 1 and inventory
competition in period 2, chooses to sell in period 1 more than the one-period
static monopoly output, namely qcr1 =

(A−c)
2 + d

5 , and to incur a 40% proba-
bility that retailers stock out.

Proof: See Appendix 1.

To understand the intuition behind the manufacturer’s choice of q1, it is
useful to rewrite the manufacturer’s first-order condition derived in Appen-
dix 1 (see eq. (A.5)) as follows:

2 (A− c− 2q1) + 7
d�

ε̂1

�
A− c− 2q1 +

8

7
ε1

�
1

2d
dε1 = 0. (5)

The first term represents the maximization condition for expected profits as-
suming there is no possibility of a stockout. This term would be equal to zero
at the static monopoly output of q1 = (A− c)/2. That is, if there were no
possibility of a stockout, the manufacturer would simply deliver the uncon-
strained optimal monopoly quantity for period 1, because retailers at least
in expectation would then have no incentive to hold goods back for period
2, which would prevent inventory competition. The second term reflects the
adjustment in the maximization condition that has to be made to account
for the possibility of a stockout. This term implies that the static monopoly
output is insufficient to maximize profit. Instead the manufacturer wants to
choose a higher output in period 1, thus allowing some inventory competi-
tion in order to reduce the probability of a stockout. The probability of a
stockout being less than 50% is then the by-product of shipping more than
the static monopoly quantity in period 1.

The consequence of allowing some inventory competition in period 2 is
not only that the manufacturer sets a relatively low P2, but also that it ships
a relatively small expected quantity in that period, one that is smaller than
the static monopoly output. Overall, we obtain the following result for the
manufacturer’s expected total output and total profit:

Proposition 2 Suppose inventory is controlled by competitive retailers. The
manufacturer’s total expected equilibrium output, E(qcr) ≡ qcr1 + E(q

cr
2 ) =

(A− c) + 2d
25 , and expected equilibrium profit, E (Π

cr) = (A−c)2

2 + d2

25 , exceed
the sum over two periods of the static monopoly output, respectively static
monopoly profit.

Proof: See Appendix 2.

Notice that the equilibrium profit earned by the manufacturer is greater,
namely by d2/25, than the expected static monopoly profit over two periods.

8



This comes from the fact that, after observing ε1, any excess inventory can
be carried over to period 2, and the quantity ordered in period 2 can also be
adjusted. But, as we showed in this section, there are two reasons why this
profit is still lower than it could be. First, in order to lower the probability
of stockout, the manufacturer ships a larger quantity in period 1. As will
become evident below, this leads to an overall quantity that is too large to
maximize the supply chain’s value. Second, competitive retailers prevent
optimal intertemporal price discrimination because they choose first-period
sales to equalize the retail price in period 1 with the expected retail price in
period 2. In the next section, we contrast this case with the one where the
manufacturer uses an exclusive retailer to control inventory.

3 Inventory Control by an Exclusive Retailer

Consider now the case of a manufacturer selling to an exclusive retailer
and using two-part tariffs. Thus the manufacturer sets a producer price,
Pt, and a fixed payment (or transfer), Tt, in each period t = 1, 2.5 This
case is interesting for the following reasons. If the manufacturer used linear
pricing, it would face qualitatively the same trade-off between inventory
competition in period 2 and lost sales due to stockouts in period 1, simply
because it would still have only one instrument at its disposal to deal with
this trade-off. A two-part tariff, by providing an additional instrument to
the manufacturer, gives it more scope to resolve the inventory competition
problem without running the risk of stockouts. In addition, two-part tariffs
imply that, in principle, there is no double marginalization when it deals
with an exclusive retailer and that the entire expected profit generated by the
supply chain goes to the manufacturer. It also implies that the manufacturer
has nothing to gain from having more than one retailer. Thus, one retailer
controlling inventory represents the opposite extreme with respect to dealing
with competitive retailers. We want to show that distortions are still present.

The timing of moves is as before, except that the manufacturer now
sets a two-part tariff each period. That is, at the beginning of period 1,
the manufacturer sets a two-part tariff (P1, T1), the exclusive retailer orders
and takes possession of quantity q1. Demand in period 1 is then revealed,
and the retailer sells to consumers a quantity s1 ≤ q1. In period 2, the
manufacturer chooses the two-part tariff (P2, T2), and the retailer orders
a quantity q2. Then demand in period 2 is revealed and the retailer sells
s2 ≤ q2 + (q1 − s1).

The key difference with respect to the case of competitive retailers turns
out to be that an exclusive retailer can guarantee itself a profit in period 2

5 In principle the manufacturer could also use two-part tariffs when it sells to compet-
itive retailers. But perfect competition in retailing implies that the transfer in each case
would be equal to zero in equilibrium.
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of at least
πout ≡ [A− (q1 − s1)] (q1 − s1), (6)

simply by selling unsold units carried over from period 1, (q1−s1), and refus-
ing any additional orders in period 2. The exclusive retailer, it is important
to notice, receives this profit, whether or not it orders output in period 2.
As a result, if the manufacturer wants to sell output to the retailer in period
2, it has either to reduce the fixed fee it charges the retailer in period 2 by
the amount πout, or else to decrease its second-period producer price.

As it turns out, the manufacturer indeed finds it optimal to reduce the
fixed fee by πout and to set the producer price in period 2 equal to marginal
cost c. This has the following implication:

Proposition 3 Suppose inventory is controlled by an exclusive retailer and
the manufacturer uses a two-part tariff. If the retailer orders a positive
quantity in period 2, then the expected retail price in period 2 is equal to
the static monopoly price, E(p2) =

A+c
2 . Hence inventory competition is

eliminated.

To prove this, suppose that the excess inventory from period 1 is small
enough so that q2 > 0. The retailer’s expected profit in period 2 is then equal
to (A−q2−(q1−s1))(q2+(q1−s1))−P2q2−T2 so that its profit-maximizing
order is

q2 =
A− P2
2

− (q1 − s1) > 0, (7)

and the expected retail price is E(p2) =
A+P2
2 . To show that the manufac-

turer sets P2 = c, it suffices to derive the retailer’s expected profit in period
2,

E (π2) = E(p2)s2 − P2q2 − T2 (8)

=
(A− P2)2

4
+ P2(q1 − s1)− T2, (9)

and then to find the manufacturer’s optimal two-part tariff (T2, P2) such
that T2 extracts the retailer’s expected period-2 profit net of the retailer’s
outside option, πout, and P2 maximizes

(P2 − c) q2(P2) +E (π2)− πout (10)

= (P2 − c)
�
A− P2
2

− (q1 − s1)
	
+
(A− P2)2

4
+ P2(q1 − s1)− πout.

From the corresponding first-order condition, we obtain the manufacturer’s
optimal choice P2 = c. Therefore the manufacturer’s expected profit in
period 2 conditional on q2 > 0 is

E (Π2) =
(A− c)2

4
+ c(q1 − s1)− πout

=
(A− c)2

4
+ [c−A+ (q1 − s1)] (q1 − s1).
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Thus, by setting the producer price in period 2 equal to the marginal
cost c, the manufacturer induces the exclusive retailer to order the quantity
that allows it to sell the expected static monopoly output in period 2 and
to charge the corresponding static monopoly price. Thanks to the two-part
tariff, the expected retail price in period 2 is independent of the excess inven-
tory carried over from period 1. Hence, unlike in the case with competitive
retailers, the manufacturer is able to eliminate inventory competition.

What does the retailer’s guaranteed profit in period 2 imply for the
choice of s1, once the demand in period 1 has been revealed? Selling a unit
in period 1 implies a realized marginal revenue of MR1(ε1) = A− 2s1 + ε1,
whereas selling this unit in period 2 contributes to πout and thus yields a
marginal benefit equal to ∂πout

∂(q1−s1)
= A − 2 (q1 − s1). Hence the retailer

chooses s1 so that

MR1(ε1) =
∂πout

∂(q1 − s1)
. (11)

We can solve (11) to obtain

s1 =
q1
2
+
ε1
4
. (12)

This shows that, because the retailer values excess inventory, it chooses to
sell only half the quantity ordered in period 1 (plus ε1/4 which may be
positive or negative).

The manufacturer selects the optimal two-part tariff (P1, T1) such that
T1 extracts the retailer’s total expected profit in period 1 and P1 maximizes

(P1 − c)q1(P1) + T1(P1) +
� d

ε̂1(P1)
Π2

1

2d
dε1. (13)

Hence the manufacturer takes into account how its choice of P1 affects its
expected profit in period 2 understanding that this expected profit depends
on the retailer’s re-ordering which occurs only if the demand shock in period
1 is bigger than the threshold ε̂1. Using the superscript ‘ex’ to denote
equilibrium values in the case of an exclusive retailer, we prove:

Proposition 4 Suppose inventory is controlled by an exclusive retailer. In
period 1, the manufacturer optimally sells qex1 = A − c −



3
2 −

√
2
�
d. This

shipment is sufficiently large to avoid any possibility of stockout.

Proof: See Appendix 3.

To understand this proposition, it is useful to rewrite the manufacturer’s
first-order condition coming from (13) (see also eq. (A.13) in Appendix 3)
as:

− (P1 − c)−
1

2

d�

−(2P1−2c)

�
c− P1 −

ε1
2

 1
2d
dε1 = 0. (14)
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When the retailer has no opportunity to re-order in period 2, the first-order
condition reduces to the first term with the manufacturer setting P1 =
c. As a result, q1 = A − c so that the retailer orders twice the static
monopoly output in period 1. The second term reflects the effect of P1
on the manufacturer’s expected profit when the retailer has an opportunity
to re-order and thus when q2 > 0. In Appendix 3, we formally show that
q2 > 0 requires ε1 > ε̂1 = −2(P1 − c) and that it is this term that leads
to P1 exceeding c. The intuition is clear. Raising P1 decreases T1 but
increases the probability that the period-2 order is positive, thereby raising
the manufacturer’s expected profit in that period. We show that even with
P1 exceeding c the retailer is still left with an incentive to place a large
enough order in period 1 to avoid a stockout.

Now that we have determined howmuch the manufacturer ships in period
1, we can determine how much is shipped in equilibrium in period 2. Given
sales in period 1 equal to s1 =

q1
2 +

ε1
4 and desired expected sales in period

2 equal to s2 =
A−c
2 , we have

q2 = s2 − (q1 − s1)

=
A− c
2

− (q1 − s1)

=
1

4

��
3− 2

√
2

d+ ε1

�
. (15)

It follows that the retailer orders goods in period 2 (q2 > 0) only if demand
in the first period is large enough such that ε1 > ε̂1 = −



3− 2

√
2
�
d. If

ε1 < ε̂1, the retailer does not order any goods in period 2 and is content
with the initial order. Accordingly, the expected second-period shipment by
the manufacturer is

E (qex2 ) =

d�

−(3−2
√
2)d

�

3− 2

√
2
�
d+ ε1

4

�
1

2d
dε1 =



3− 2

√
2
�

2
d. (16)

The manufacturer’s total expected output and total expected profit can now
be computed. They are as follows:

Proposition 5 Suppose inventory is controlled by an exclusive retailer. The
manufacturer’s equilibrium output, E (qex) ≡ qex1 + E(qex2 ) = A − c, is the
same as the sum over two periods of the static monopoly outputs, and the

expected equilibrium profit, E (Πex) = (A−c)2

2 +
�
4
√
2−5
12


d2, exceeds the sum

of the static monopoly profits.

Proof: See Appendix 4.

A comparison of the expected profit with that in the case of competitive
retailers confirms that an exclusive retailer’s incentives to manage inventory

12



are better aligned with the manufacturer’s interest than those of competitive
retailers. The reasons are that inventory competition is eliminated without
incurring the risk of a stockout, and that the exclusive retailer is better
at allocating inventory across periods, which improves intertemporal price
discrimination.6

However, even if there is no longer any inventory competition and the
exclusive retailer helps improve intertemporal price discrimination, there are
still distortions. One is induced by the retailer’s incentive to carry too much
excess inventory into period 2 and thus to increase πout. We can call this
an inventory rent distortion. To see how it comes about, recall from (11)
that the retailer chooses s1 to equate the marginal revenue from selling one
more unit in period 1, MR1(ε1) with the marginal increase in the outside
profit, ∂πout

∂(q1−s1)
. What the retailer should be doing to maximize the chain’s

total profit, as will be shown formally in the next section, is instead to
choose s1 such that revenue on the marginal unit sold in period 1 is equal
to the replacement cost of this unit, namely c. Hence a distortion arises
as soon as ∂πout

∂(q1−s1) �= c. In particular, using (12), it is easy to see that

a high demand shock (ε1 > ε̂1) implies ∂πout

∂(q1−s1)
> c; this means that the

retailer carries too much inventory into period 2, because it values a unit
of excess inventory carried into period 2 at more than the producer price
at which it could buy this unit in period 2, namely c. It is to reduce this
distortion that the manufacturer raises P1 above c. While this increases the
manufacturer’s expected total profit, the resulting double marginalization
constitutes a distortion of its own causing a deadweight loss.

4 Inventory Control by the Manufacturer

The previous section shows that distortions still exist when an exclusive
retailer controls inventory because of the value that the retailer attaches
to excess inventory carried into period 2. What then is the outcome if the
manufacturer controls inventory itself, either in the sense that it is vertically
integrated into retailing or in the sense that it lets competitive retailers set
retail prices but controls the quantity shipped to consumers each period
as would be the case, for instance, with the business practices discussed in
the introduction, namely drop shipping, inventory consignment or vendor-
managed inventory. Of course, production still needs to be committed before
the demand is known, but qt should no longer be interpreted as a retail
order but rather as the manufacturer’s production ready for sale before the

6Notice, however, that inducing the retailer to allocate inventory better between periods
requires shipping a large quantity in period 1 and letting the retailer carry large excess
inventory into period 2. This solution is obviously facilitated by our assumption that there
are no costs of holding inventory. Introducing such costs would reduce the advantage of
having an exclusive retailer control inventory relative to competitive retailers.

13



demand is revealed in each period t = 1, 2.
Consider period 2. Given that d ≤ d̄, retail sales in period 2 equal

s2 = q2+(q1−s1), the expected profit of the manufacturer is (A−q2−(q1−
s1))(q2 + (q1 − s1))− cq2, and the manufacturer’s optimal production is

q2 =
A− c
2

− (q1 − s1). (17)

This implies that s2 =
A−c
2 and the expected retail price is p2 =

A+c
2 whether

or not there is excess inventory at the end of period 1. The manufacturer’s
expected profit in period 2 is

E (Π2) =
(A− c)2

4
+ c(q1 − s1), (18)

where the unsold units carried over from period 1 are valued at their re-
placement cost c.

In period 1 after ε1 has been revealed, the manufacturer’s marginal rev-
enue is equal toMR1(ε1) = A−2s1+ε1, and it must decide how to allocate
units across periods. We consider the case where q2 > 0, which is satis-
fied for d ≤ d̄. The manufacturer’s optimal choice of s1 is given by the
intertemporal optimization condition

MR1(ε1) = c, (19)

which states that the manufacturer values the marginal unit sold in period
1 at its replacement cost. Hence

s1 =
A− c
2

+
ε1
2
. (20)

So what is the manufacturer’s optimal choice of q1 before observing ε1?
By producing in period 1 a quantity

qm1 =
A− c+ d

2
, (21)

and in period 2, after observing ε1, producing a quantity

qm2 =
A− c
2

− (q1 − s1) (22)

=
A− c
2

− d− ε1
2

,

the manufacturer can make sure that it has enough inventory on hand to
realize the optimal s1 and s2 for any realization of ε1. This way the manu-
facturer can achieve a maximal total expected profit given by

E (Πm) =

� d

−d

(A− c+ ε1)2
4

1

2d
dε1 +

(A− c)2
4

, (23)

=
(A− c)2

2
+
d2

12
. (24)

We may hence state:
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Proposition 6 Suppose inventory is controlled by the manufacturer. The
manufacturer’s equilibrium output, E (qm) = qm1 + E(q

m
2 ) = A− c, is equal

to the sum over two periods of the static monopoly outputs, and the ex-

pected equilibrium profit, E (Πm) = (A−c)2

2 + d2

12 , exceeds the sum of the
static monopoly profits.

The advantage of having the manufacturer in control of inventory rela-
tive to an exclusive retailer comes directly from the intertemporal allocation
condition (19). By equating marginal revenue in period 1 with the replace-
ment cost (and thus implicitly with expected marginal revenue in period
2), the manufacturer can ensure that retail prices adjust optimally to differ-
ence in demand conditions across periods induced by different realizations
of ε1. That is, only in the case of manufacturer controlled inventory can
price discrimination across periods be optimal.

5 Implications

We can now draw several implications from the analysis by comparing the
equilibrium where competitive retailers control inventories with the equi-
libria where an exclusive retailer, respectively the manufacturer does. The
first implication concerns the incentives to take inventory control away from
competitive or exclusive retailers and assign it to the manufacturer. A com-
parison of Propositions 2, 5 and 6 shows, not surprisingly, that the manu-
facturer’s profit is highest when it controls inventory itself, second highest
when inventory control rests with an exclusive retailer and lowest when
competitive retailers control inventory. More interestingly, the difference in
profits between these scenarios becomes greater the greater is the variance
of demand, and thus d. We hence obtain the following implication:

Proposition 7 The greater is the variance of demand (and thus d) the
greater is the incentive to let inventory be controlled by an exclusive retailer
rather than competitive retailers and by the manufacturer rather than an
exclusive retailer.

Thus the distortions associated with having inventory controlled by com-
petitive or exclusive retailers become greater the greater is the variance of
demand. To see why, consider the impact of a big negative demand shock on
inventory competition. In this case, competitive retailers are likely to carry
a lot of excess inventory into the second period, even if the manufacturer
only shipped a small quantity in period 1, thus exposing the manufacturer
to inventory competition and forcing it to cut the producer price in period 2.
In the case of a big positive demand shock the manufacturer faces another
problem, namely that competitive retailers are likely to stock out and sales
are lost. When inventory is controlled by an exclusive retailer, a comparison
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of the intertemporal allocation rules (11) and (19) reveals that the exclu-
sive retailer tends to carry too much excess inventory into period 2. The
reason is simply that by doing so the retailer can increase inventory rent.
Only when the manufacturer controls inventory can it ensure an optimal in-
tertemporal allocation of inventory and thus achieve optimal intertemporal
price discrimination; and this becomes more important the greater is the
potential for demand differences across periods, i.e., the variance of demand
shocks.

Another implication concerns the total expected output of the manufac-
turer and hence total inventory:

Proposition 8 Total inventory is the same when inventory is controlled by
the manufacturer and by an exclusive retailer. Total inventory is highest
when it is controlled by competitive retailers.

Consider first the case of inventory control by competitive retailers. In
this case, the manufacturer ships more than the static monopoly output in
period 1 in order to reduce the probability of a stockout. The shipment in
period 2 is smaller, but not small enough to compensate for the big shipment
in period 1, simply because competitive retailers do not allocate inventory
optimally between periods. An exclusive retailer helps eliminate inventory
competition, but still cannot maximize the supply chain’s value. This is
because the exclusive retailer, too, does not allocate inventory optimally
across periods. At the margin, the exclusive retailer has an incentive to sell
too much in period 2 and too little in period 1, forcing the manufacturer
to ship a large quantity in period 1. Interestingly, by raising P1 above the
unit cost, the manufacturer forces the retailer to order less in period 1 and
more in period 2 such that the manufacturer’s expected total shipment is
the same as when it fully controls inventory

The final implication is about consumer surplus and social welfare:

Proposition 9 Consumer surplus and social welfare are lower when inven-
tory is controlled by an exclusive retailer rather than by the manufacturer,
and they are highest when inventory is controlled by competitive retailers.

Proof: See Appendix 5.

It is not surprising that reducing total expected output and thus inven-
tory is bad for consumers and social welfare. The fact that, despite the same
expected total output, consumer surplus and social welfare are lower when
an exclusive retailer controls inventory than when the manufacturer does
it reflects the deadweight loss that arises when the manufacturer raises the
producer price in period 1 above marginal cost.
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6 Conclusions

There is a general trend toward shifting inventory control away from re-
tailers in many markets. This can be seen through the increasing popu-
larity of business practices such as ‘drop-shipping’, ‘inventory consignment’
and ‘vendor-managed inventory’. These days, even Amazon is changing
its business model from being a reseller to offering a platform for indepen-
dent sellers and manufacturers with its Marketplace Sellers platform. Along
with its ‘Fulfillment by Amazon’ it also gives the possibility to these sellers
to let Amazon ship their products directly to consumers (Amazon, 2014).
This trend can also be seen more indirectly through the growth of logis-
tics firms. Since the early 2000s, this market has seen the emergence and
the rapid growth of the ‘value-added warehouse distribution providers’ (for
instance, Excel, UPS SCS, Kenco, Genco, Jacobson and DSC; see Foster
and Armstrong, 2004). These providers who combine logistics services with
full service solutions including inventory management have now been largely
absorbed by large 3PL providers.7 Like for Amazon’s Marketplace Sellers,
the success of these providers would not have occurred without a shift of
inventory control away from retailers.

While this evidence may reflect a goal of having ‘just-in-time’ delivery of
goods, it is important to ascertain the impact of shifting inventory control
away from retailers on the functioning and on the efficiency of markets.
This paper shows that shifting inventory control away from retailers may be
an optimal strategy to follow for manufacturers in an environment in which
orders must be placed before demand is known. This would be the case, even
if this was achieved through the addition of a costly logistics provider. This
is because shifting inventory control to the manufacturer or a designated
logistics firm brings two advantages to inventory control, both of which stem
from better incentives to allocate inventory over time. First, it essentially
facilitates price discrimination across periods by intertemporally segmenting
markets. Second, it helps eliminate inventory competition that would occur
if inventory were controlled by competitive retailers. Both advantages are
shown to be especially important in markets where demand is very volatile.

A number of implications follow from the analysis. An important one is
that shifting inventory control away from retailers tends to be anti-competitive,
at least when these retailers are competitive. In the context of our model
with two sales periods and without destructive competition, competitive re-
tailers have a tendency to order too much, simply because they know that
their order, even if it may not be entirely sold in the first sales period, still
has value in the second one. This is in sharp contrast to a one-period envi-

7Excel has become DHL Supply Chain in 2016; Genco has been absorbed by FedEx
in 2015; Jacobson was absorbed by Norbert Dentressangle in 2014 which in turn was
absorbed by XPO Logistics in 2015; Kenco, a North American provider, has partnered
with Hermes, a large European logistics provider for its international business.
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ronment with destructive competition as in Deneckere et al. (1997). In that
environment, competitive retailers are left only with the option of dumping
the products at the end of the sales period in case of low demand. Not sur-
prisingly this leads the retailers to order too little unless the manufacturer
provides them with some guarantee, such as with a buy-back policy, that
it will compensate retailers for excess inventory. By contrast, our manufac-
turer would like the retailers to buy less, not more, and relieving them of
inventory control is a way to achieve this.

Since the literature on the theory of contracts in supply chains shows that
vertical restraints and other policies can help to achieve, at least in principle,
maximal vertical value, one could conclude that, instead of shifting inventory
control away from retailers, the same outcome could also be achieved by
imposing some vertical restraint, as long as it restricts the volume of orders
placed by retailers. Although the precise characterization of such a vertical
restraint is not part of the analysis, it still suggests that the choice between
these two options very much depends on the specific conditions under which
supply chains operate. In that regard the rapid growth of the business
practices noted above demonstrates that shifting inventory control away
from retailers might be an especially useful way to solve incentive problems
in many markets.

Although it is beyond the scope of the present article to test our results
empirically, testing them is potentially feasible. For instance, it is interesting
to note that some of our theoretical predictions are consistent with the
empirical results about drop-shipping provided by Randall, Netessine and
Rudi (2006). The authors compare drop-shipping to the more traditional
arrangement where retailers hold their own inventories. This is a similar
structure to ours in so far as the drop-shipping arrangement corresponds
to the case where a manufacturer (or a wholesaler) takes over inventory
control from retailers. The authors find empirical evidence that traditional
retailers who manage their own inventories face lower demand uncertainty
than the retailers that rely on drop-shippers to control inventory. This is
consistent with our result that shifting inventory control away from retailers
is especially beneficial when there is high demand uncertainty. They also
find that the greater the number of retailers, the greater is the use of drop-
shipping. Although our retailers are either exclusive or perfectly competitive
and thus we have no particular result on that dimension, it is interesting
to note that the fundamental reason why a manufacturer might do better
than a large number of retailers is that these retailers, as price takers, do
not have the right incentives to allocate inventory over time. In that sense
this empirical finding is also consistent with our theoretical results.
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Appendix

1 Proof of Proposition 1

Being perfectly competitive, retailers order goods in period 1 until the ex-
pected retail price is equal to their marginal cost, which in this case is the
producer price P1:

ε̂1�

−d

A+ c− q1 + s1
2

1

2d
dε1 +

d�

ε̂1

(A− q1 + ε1)
1

2d
dε1 = P1. (A.1)

The first term in (A.1) is the expected retail price in period 1 if there is no
stockout that we know from (2); the second term is the expected retail price
in case of a stockout. Substituting for s1, we can rewrite (A.1) as

ε̂1�

−d

2A+ c+ ε1 − q1
3

1

2d
dε1 +

d�

ε̂1

(A+ ε1 − q1)
1

2d
dε1 = P1. (A.2)

The manufacturer chooses q1 to maximize total expected profit over the
two periods, which is given by

(P1 − c)q1 + (P2(q1)− c)q2(q1) =
ε̂1�

−d

�
2(A− c) + ε1 − q1

3
q1 +

(2(A− c) + ε1 − q1)2
9

�
1

2d
dε1

+

d�

ε̂1

�

(A− c+ ε1 − q1) q1 +
(A− c)2

4

�
1

2d
dε1. (A.3)

Using the Leibniz Rule, we can write the first-order condition associated
with (A.3) as

ε̂1�

−d

2(A− c) + ε1 − 4q1
9

1

2d
dε1 +

d�

ε̂1

(A− c+ ε1 − 2q1)
1

2d
dε1 +X = 0 (A.4)

where

X =

�
2(A− c) + ε̂1 − q1

3
q1 +

(2(A− c) + ε̂1 − q1)2
9

�
dε̂1
dq1

−
�

(A− c+ ε̂1 − q1) q1 +
(A− c)2

4

�
dε̂1
dq1

.
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Noting that dε̂1
dq1

= 1 and substituting for ε̂1 from (4) it is easily shown that
X = 0, so that we can rewrite (A.4) as

d�

−d

2(A− c) + ε1 − 4q1
9

1

2d
dε1

+

d�

ε̂1

�
(A− c+ ε1 − 2q1)−

2(A− c) + ε1 − 4q1
9

	
1

2d
dε1 = 0, (A.5)

which, after simplification, becomes the first-order condition (5) in the main
body of the paper.

After substitution for ε̂1 and integration we can rewrite (A.5) to obtain

(A− c+ 4d− 2q1) (5 (A− c) + 2d− 10q1) = 0.

There are two solutions: q1 =
1
2 (A− c)+ 1

5d and q1 =
1
2 (A− c)+2d. Since

we require d > ε̂1 = q1 − 1
2 (A− c), only the first solution is valid. Hence

qcr1 =
1

2
(A− c) + 1

5
d.

Using this level of output we obtain ε̂1 =
1
5d. The probability of a stockout

can then be computed as
d− 1

5
d

2d = 0.4.

2 Proof of Proposition 2

The expected second-period output can be computed using q2 =
A−c−(q1−s1)

2
if q1 > s1, and q2 =

A−c
2 if there is a stockout. This implies:

E (qcr2 ) =

ε̂1�

−d

�
2(A− c)− q1 + ε1

3

	
1

2d
dε1 +

d�

ε̂1

�
A− c
2

�
1

2d
dε1 (A.6)

=
1

2
(A− c)− 3

25
d. (A.7)

Total expected output is thus given by qcr1 +E (q
cr
2 ) =

1
2 (A− c) + 2

25d.
The manufacturer’s total expected profit can be computed from (A.3)
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as

ε̂1�

−d

�
2(A− c) + ε1 −



1
2 (A− c) + 1

5d
�

3

�
1

2
(A− c) + 1

5
d

��
1

2d
dε1

+

ε̂1�

−d

�

2(A− c) + ε1 −



1
2 (A− c) + 1

5d
��2

9

�
1

2d
dε1

+

d�

ε̂1

��
A− c+ ε1 −

�
1

2
(A− c) + 1

5
d

���
1

2
(A− c) + 1

5
d

�
+
(A− c)2

4

�
1

2d
dε1,

which simplifies to

E (Πcr) =
(A− c)2

2
+
d2

25
. (A.8)

3 Proof of Proposition 4

Since the sales and orders in period 2 have already been derived in connection
with Proposition 3, we concentrate on period 1. In period 1, after ε1 has
been revealed, the retailer’s optimal choice of s1 is given by (12). Hence we

have q2 =
A−c
2 − (q1 − s1) = 2(A−c)−2q1+ε1

4 .
We obtain q2 = 0 if ε1 < ε̂1 = 2q1 − 2 (A− c). In this case, the retailer

allocates inventory q1 to cover both periods, i.e. s1 + s2 = q1, and the
optimal choice of s1 satisfies MR1 (ε1) = E [MR2 (ε2)] = A − 2 (q1 − s1).
This implies that the retailer’s optimal choice of s1 is again given by (12),
and s2 = (2q1 − ε1) /4.

The retailer’s total expected profit is then given by

E
�
(A− s1 + ε1) s1 + πout − P1q1 − T1

�
, (A.9)

which can be rewritten as

� d

−d

�
(A− q1)q1 +

1

8
(2q1 + ε1)

2

	
1

2d
dε1 − P1q1 − T1. (A.10)

From the first-order condition,

� d

−d

�
A− q1 +

ε1
2

 1
2d
dε1 − P1 = 0, (A.11)

we obtain the optimal order quantity q1 = A − P1 and the total expected
profit of the retailer is

(A− P1)2
2

+
d2

24
− T1. (A.12)
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Since the manufacturer captures the retailer’s total expected profit through
T1, the manufacturer chooses P1 to maximize

max
P1

(P1 − c) (A− P1) +
(A− P1)2

2
+
d2

24

+

d�

ε̂1

�
(A− c)2

4
+ c(q1 − s1)− πout

�
1

2d
dε1,

where the first line corresponds to the manufacturer’s expected total profit
in period 1, and the second line is the manufacturer’s expected total profit
in period 2 (thus when q2 > 0) taking into account that P2 = c.

Notice that in the second line a change in P1 impacts ε̂1, (q1 − s1) and
πout, but (A−c)2

4 + c(q1− s1)− πout = 0 for ε1 = ε̂1. Thus, using the Leibniz
rule and after simplifications, the first-order condition can be written as

− (P1 − c)−
1

2

d�

−(2P1−2c)

�
c− P1 −

ε1
2

 1
2d
dε1 = 0, (A.13)

where ε̂1 has been replaced by −2(P1 − c). This is because at ε̂1 we have
q2 = 0 and thus s2 = q1 − s1; hence with s2 =

A−c
2 and q1 − s1 = q1

2 − ε̂1
4 =

A−P1
2 − ε̂1

4 , it follows that ε̂1 = −2(P1 − c).
Solving for P1, we obtain P1 = c +

�
3−2

√
2

2


d. The manufacturer’s

output in period 1 is qex1 = A − c −
�
3−2

√
2

2


d, and the threshold value

above which q2 is positive is ε̂1 = −


3− 2

√
2
�
d. Finally, since s1 =

q1
2 +

ε1
4 ,

then qex1 > s1(ε1 = d) whenever A− c > d(2 −
√
2). This inequality holds

for d < d̄. Thus the exclusive retailer faces no stockout.

4 Proof of Proposition 5

Adding qex1 and E(qex2 ) (from (15)), it is immediate that E(qex) = A− c.
The manufacturer’s expected total profit when dealing with an exclusive

retailer is given by (13) which can be rewritten as

(P1 − c) (A− P1) +
(A− P1)2

2
+
d2

24

+

� d

ε̂1

�
(A− c)2

4
+ c(q1 − s1)− πout

	
1

2d
dε1.

Substituting for πout from (6), using P1 = c+
�
3−2

√
2

2


d, s1 =

qex
1

2 +
ε1
4 , ε̂1 =

−


3− 2

√
2
�
d and qex1 = A−c−



3
2 −

√
2
�
d, it can, after some manipulations,
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be rewritten as

E(Πex) =
1

2
(A− c)2 −

�
17− 12

√
2

8

�

d2 +
d2

24
+
10− 7

√
2

6
d2

=
1

2
(A− c)2 +

�
4
√
2− 5
12

�

d2.

5 Proof of Proposition 9

When inventory is controlled by competitive retailers, consumer surplus is
given by:

CScr =
1

2
E
�
(scr1 )

2
�
+
1

2
E
�
(scr2 )

2
�
,

where

1

2
E
�
(scr1 )

2
�

=
1

2

1

5
d�

−d

�
1

2
(A− c) + 2

3
ε1 +

1

15
d

�2 1
2d
dε1 +

1

2

d�

1

5
d

�
1

2
(A− c) + 1

5
d

�2 1
2d
dε1

=
1

8
(A− c)2 − 1

50
d (A− c) + 9

250
d2,

and

1

2
E
�
(scr2 )

2
�

=
1

2

1

5
d�

−d

�
A− c
2

+
d

15
− ε1
3

�2 1
2d
dε1 +

1

2

d�

1

5
d

�
A− c
2

�2 1
2d
dε1

=
1

8
(A− c)2 + 3

50
d(A− c) + 2

125
d2.

Hence the consumer surplus is

CScr =
1

4
(A− c)2 + 1

25
(A− c)d+ 13

250
d2. (A.14)

When inventory is controlled by an exclusive retailer, the consumer sur-
plus is equal to

CSex =
1

2
E
�
(sex1 )

2
�
+
1

2
E
�
(sex2 )

2
�
,
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where

1

2
E
�
(sex1 )

2
�
=

1

2

d�

−d

�
A− c−



3
2 −

√
2
�
d

2
+
ε1
4

�2
1

2d
dε1

=
1

8

�
A− c−

�
3

2
−
√
2

�
d

�2
+
1

96
d2,

and

1

2
E
�
(sex2 )

2
�
=

1

2

ε̂1�

−d

�
A− c−



3
2 −

√
2
�
d

2
− ε1
4

�2
1

2d
dε1

+
1

2

d�

ε̂1

�
A− c
2

�2 1
2d
dε1

=
1

2

d�

−d

�
A− c
2

�2 1
2d
dε1

+
1

2

ε̂1�

−d

�

−1
2
(A− c)

�
3

2
−
√
2

�
d+

1

4

�
3

2
−
√
2

�2
d2

�
1

2d
dε1

+
1

2

ε̂1�

−d

�

−
�
A− c−



3
2 −

√
2
�
d
�
ε1

4
+
(ε1)

2

16

�
1

2d
dε1

=
1

8
(A− c)2 +



7− 5

√
2
�
(A− c)d
8

+



29
√
2− 41

�

32
d2

+
35
√
2− 49
96

d2 −
�
A− c−



3
2 −

√
2
�
d
� 

16− 12

√
2
�
d

32
.

Thus

CSex =
1

2
E
�
(sex1 )

2
�
+
1

2
E
�
(sex2 )

2
�

=
1

4
(A− c)2 + 3− 2

√
2

12
d2. (A.15)

The consumer surplus when inventory is controlled by the manufacturer
is equal to:

CSm =
1

2

d�

−d

�
A− c+ ε1

2

�2 1
2d
dε1 +

1

2

d�

−d

�
A− c
2

�2 1
2d
dε1

=
(A− c)2

4
+
d2

24
. (A.16)
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Comparing consumer surpluses:

CScr −CSm =
(A− c)
4

d+
31

3000
d2 > 0

CSm −CSex =
(5
√
2− 6)
24

d2 > 0.

Thus,
CScr > CSm > CSex for any d < d.

Next we compute social welfare in the three scenarios:

SW cr = CScr +E (Πcr) =
3

4
(A− c)2 + 1

25
d(A− c) + 23

250
d2 (A.17)

SW ex = CSex +E (Πex) =
3

4
(A− c)2 +

√
2− 1
6

d2 (A.18)

SWm = CSm +E (Πm) =
3

4
(A− c)2 + 3

24
d2. (A.19)

A comparison of social welfare across the scenarios yields:

SW cr > SWm > SW ex for any d < d.

6 Derivation of d

Inventory Control by Competitive Retailers: In equilibrium, q1 =
1
2 (A− c)+

1
5d. Thus s1 =

A−c+2ε1
3 + 1

3q1 =
1
2 (A− c)+ 2

3ε1+
1
15d and s2 =

A−c+(q1−s1)
2 .

We know that if ε1 <
1
5d, then q1 > s1; otherwise there will be a stock-

out. Obviously s2 is always larger than zero. To ensure s1 > 0, we require
d < 5

6 (A− c) . In both cases, q2 =
A−c−q1+s1

2 ; hence ∀ε1 we have q2 > 0 if

d < 5(A−c)
4 .

The retail price in period 1 is given by p1 = A− s1 + ε1 = 1
2 (A+ c) +

1
3ε1 − 1

15d. Hence ∀ε1 we have p1 > 0 if d < 5(A−c)
4 . The retail price in

period 2 is p2 = A− s2+ ε2 = A+c
2 − 1

15d+
1
3ε1+ ε2. Thus ∀ε1, ε2 we obtain

p2 > 0, if d <
5(A+c)
14 . Notice that p2 > 0 implies that there is no destructive

competition and that all inventory is sold at in period 2.
Inventory Control by an Exclusive Retailer: In equilibrium, q1 = A −

c −


3
2 −

√
2
�
d, s1 =

A−c−( 3
2
−
√
2)d

2 + ε1
4 . If ε1 > −



3− 2

√
2
�
d, then

q2 =
(3−2

√
2)d+ε1
4 > 0; otherwise q2 = 0 and s2 = q2 + (q1 − s1) =

q2+
A−c−( 3

2
−
√
2)d

2 − ε1
4 is always greater than zero. To make sure s1 > 0, we

require d < (A−c)
2−
√
2
. There is no stockout in period 1 if q1 > s1 ∀ε1, which is

satisfied for d < (A−c)
2−
√
2
.
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If q2 > 0, s2 =
A−c
2 , and MR2 > 0 requires d < c. If q2 = 0, then

s2 =
A−c−( 3

2
−
√
2)d

2 − ε1
4 , and MR2 > 0 requires d < c√

2
. One can check that

if d < c√
2−1

, then MR1 > 0 and p1, p2 > 0 given that s1, s2 > 0.

Inventory Control by the Manufacturer: In equilibrium, q1 =
A−c+d
2 ,

s1 =
A−c+ε1

2 ; and q2 =
A−c
2 − d−ε1

2 , s2 =
A−c
2 . Then q1, s1, q2 > 0 as

long as d < A−c
2 . In addition, MR1 = c and MR2 = c + ε2 > 0 requires

d < c.
Sufficient Conditions: All sufficient conditions are satisfied if

d < min

�
5 (A− c)

4
,
5 (A+ c)

14
,
c√
2
,
A− c
2

	
.

Since A > c, this can be simplified to d < d = min
�
c√
2
, A−c2

�
.
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